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Abstract

Traditionally, the problem of minimizing energy consumption in mobile wireless devices has been addressed independently for various system components such as the CPU (via process management), network interface (via traffic management), I/O devices, etc. In this paper, we explore an integrated system architecture, consisting of co-operative process and network management, to perform multimedia streaming over a wireless LAN shared by several energy-constrained mobile devices. Cooperation among the system resource components is required so that they jointly yield the same operating QoS level for the application, under the device energy constraints. We maximize aggregate utility of all applications in a wireless LAN, while still meeting the system lifetime (i.e. energy usage), bandwidth usage, and computational capacity constraints of each mobile device. The key to co-operative energy-constrained process and network management is decoupling CPU-usage and network-usage time-scales. Consequently, both these system components minimize their individual energy consumption while still meeting the overall quality requirements of multimedia applications. Our experiments with a prototype h.263 application illustrate the benefit in terms of system energy-saving of using our scheme (34% energy-saving on the base system and 42% network energy-saving, for a device with a single application running at its highest QoS level), and its impact on application performance. We also demonstrate the flexibility of our architecture and its applicability to various mobile devices with different energy consumption characteristics.
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1 Introduction and Motivation

Mobile devices are characterized by their small size, untethered nature, and ability to communicate wirelessly. Consequently, they are hampered by low computing/storage capacity, limited lifetime of operation and low communication bandwidth. Real-time multimedia applications running on these mobile devices pose an especially challenging problem because, in addition to the constraints imposed by the mobile devices and its environment, the applications have stringent Quality of Service (QoS) constraints of their own. These QoS constraints of multimedia applications translate into stringent computing and communication demands on the system. Management of resources such as the CPU, network bandwidth and battery power, and improving QoS of multimedia applications must thus co-operate.

1.1 Scenario

One possible application scenario of multimedia streaming in low-CPU, low-memory, energy-constrained mobile devices over wireless networks is in space exploration. Robots (see Figure 1) equipped with video cameras and assorted sensors emerge from a space shuttle on a remote planet and spread out on the planet’s surface. They capture and transmit video and other real-time sensory information over a wireless network back to the shuttle. This information is then relayed from the shuttle back to earth. The robots are battery-powered. The usage of the energy supply must be controlled so that the lifetime of the battery encompasses the duration of the robot’s mission. This is one of the scenarios that we primarily address in this work, although our system is generally applicable to a variety of mobile multimedia environments.

Figure 1: Robot for space exploration.

Figure 2 illustrates the operation of the robots. The figure
shows multiple robots each capturing video and monitoring environmental conditions in real-time. Each robot sends multiple streams of real-time traffic, consisting of the data it is capturing/recording in real-time, to an access-point on the space shuttle, over an IEEE 802.11 wireless LAN.
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Figure 2: Problem scenario.

Given the above scenario, the problem we address can be summarized as follows: We aim to maximize the quality of all the real-time applications in the wireless LAN, while at the same time not overloading the limited computing resources of the individual devices, not exceeding total network bandwidth and ensuring that energy consumption is low enough for the battery to not expire prematurely.

1.2 Co-operation

Hardware components, e.g. CPU, wireless network interface, I/O devices, designed for mobile devices often have several operating modes that trade-off energy consumption and performance. Energy-efficiency research (see Section 2) has generally concentrated on developing strategies for adapting the operation of a single component over its available modes. At best, these strategies take into account the energy consumed by the other components of the system as overhead, while trading off energy consumed and performance of a particular component [4]. Such an approach ignores the dependency between energy saving strategies for different hardware components used by a particular application. For example, for a multimedia streaming application using CPU and network interface, the network interface must not adopt a strategy such that only 2fps data rate is possible and energy is saved, while the CPU picks an operating mode such that 3fps data rate is possible and energy is not conserved. Furthermore, even in the rare case where there is interaction between energy saving strategies at different components on the same device [16], global interaction across different mobile devices in the network is not considered. The latter is required because the devices may share resources, e.g. network bandwidth. Therefore, the energy saving strategies at both the network interface and the CPU must take into account available bandwidth on the network.

Our architecture co-ordinates energy-saving efforts at the CPU and network interface so that both the process-management and the network-management ensure the same end-to-end application quality. In addition, the Global QoS Manager (GQM) in our system arbitrates the resource shared between all applications in the wireless LAN, namely the wireless channel bandwidth. Co-operation between CPU/process-management and network-management is required because there is no point in the CPU operating at a high-performance, high-power mode for maximizing application QoS, when network bandwidth is limited or energy is low. Similarly, there is no point in allocating large bandwidth to an application running at a low QoS level, on an energy- or CPU-constrained mobile device. Our centralized GQM takes all the parameters of all the applications and mobile devices into account when allocating resources to each application, thus ensuring global interaction. The presence of a central command module in our target scenario facilitates such a centralized system management structure. The CPU-usage and network-usage time-scales in our system are decoupled because the CPU is shared by the applications local to the mobile device while the network is a global resource. This separation of time-scales is the key feature of our design. Our results show significant energy savings at the processor level as well as network level.

1.3 Outline

The rest of this paper is structured as follows. Section 2 contains a summary of the related research in system design for energy-aware mobile devices. In Section 3 we present models defining the entities in our system architecture. Section 4 describes our overall system and network protocol design, and system adaptation. Section 5 contains our system profiling methodology. Section 6 explains our experiments and presents our results. Finally, Section 7 concludes this paper.

2 Related Work

Energy-efficiency in mobile devices is a very broad area of research. Energy-efficient mechanisms have been designed for each hardware component and each layer of the OSI network protocol stack. In this section, we concentrate only on research related to the specific mechanisms we employ, namely CPU speed adaptation, i.e. Dynamic Voltage Scaling (DVS), and intelligent application-aware network power mode change.

2.1 CPU Energy-efficiency

In general, there are two approaches to reduce CPU energy consumption. The first one is dynamic power management
(DPM) [26], which puts the idle processor into the lower-power sleep state. The second approach is dynamic frequency/voltage scaling (DVS) [27], which lowers the operating speed and voltage of the active processor. DPM, however, is not suitable for our targeted multimedia applications, which access the CPU periodically. As a result, the idle interval in each period is often shorter than the wake-up time (e.g., 160 milliseconds for StrongARM SA-1100 [26]); so the processor cannot be put into the sleep state in the short idle intervals.

Recently, DVS has been investigated in two main areas, general-purpose systems (GP-DVS) and real-time systems (RT-DVS). GP-DVS [29, 28, 30, 22] algorithms heuristically predict the workload based on average CPU utilization. Although they save energy without degrading performance of best-effort applications, they are unsuitable for multimedia applications due to the timing constraint and demand variations of multimedia applications. For example, Grunwald et al. [29] concluded that no heuristic algorithm they examined saves energy without affecting multimedia application performance.

RT-DVS algorithms [27, 31, 5, 6], often integrated with CPU scheduling, derive workload from worst-case CPU demands of real-time applications. That is, they set CPU speed based on the assumption that applications require worst-case CPU resources. Since an application’s demand is not always the worst-case, some reclamation techniques have been proposed to reclaim the unused cycles to save more energy [32, 31]. These reclamation techniques first run CPU fast (assuming the worst-case demand) and then decelerate when a job finishes early.

Our work differs from the above DVS work for two reasons. First, we target soft real-time multimedia applications. Our CPU adaptation is based on the statistical CPU demand of multimedia applications. Second, the CPU adaptation is coordinated with network adaptation to save the overall energy of the mobile device, e.g., handheld computer, laptop, or wireless network-enabled media player.

2.2 Energy-efficiency via Network Interface Mode Change

Energy-efficient network mechanisms have been proposed for the MAC protocol (e.g. [9, 10]), and at the network level for multi-hop networks (e.g., [12, 11, 13, 14]).

An early work in intelligent application-aware switching between the high-performance and low-power modes of a wireless network interface was proposed by Kravets et al [17]. They studied the trade-off between packet delay and energy-saving via energy saving at the network interface. The Bounded Slow Down (BSD) system proposed in [8] for network energy saving for wireless web access application over TCP. In [4], Anand et al proposed Self-Tuning Power Management (STPM), wherein applications provided hints to the STPM module which then took intelligent mode change decisions depending on the traffic estimate. While the authors mention that the base power of the computer, and the impact of performance deterioration on base power, must be taken into account in making network interface power saving decisions, they do not utilize CPU speed adaptation for base power saving. Furthermore, they do not co-ordinate the network interface mode changes between multiple mobile devices. In [7], the authors add a low-power radio to a mobile device for out-of-band signaling that configures the operation of the main 802.11 wireless interface over its various power modes. In [15], the authors propose remote power control of the network card from a central server that makes its decisions based on feedback from the clients. While the authors mention that their scheme can also be used to control CPU energy consumption, exact details of CPU power saving, and co-operation between CPU and network energy management are not specified. Flinn et al. [18] proposed a profiling-based scheme for collaboration between OS and application to meet user specified battery-lifetime goals. In all the above works, network energy saving strategies work independent of CPU speed adaptation. At best, the base energy is regarded as an overhead in the network energy saving strategy.

The work closest to our research is [16], in which the authors propose co-operative DVS and network mode change for energy saving using a video streaming application. However, their architecture is more vertical than horizontal. While they have the application, middleware, OS, and network entities at a mobile device co-operate for energy-saving, and adapt to dynamic network conditions, they do not address conflicts between mobile devices for globally shared resources, e.g., network bandwidth. Furthermore, they use a power simulator rather than a real implementation of their system. Our system maximizes aggregate utility of all applications in the network, while taking into account both energy constraints as well as constraints in the usage of resources shared by various applications in the wireless LAN.

3 Models and Assumptions

In this section, we first present the operating parameters of the various entities in our overall system, and explain our assumptions. We present the following system models: (a) video streaming application model, (b) computing model in mobile devices, and (c) network model over 802.11. We then describe the co-operative adaptation among the modelled entities.

3.1 Application Model

Our system primarily targets periodic, soft real-time networked applications such as multimedia streams and real-time sensory information distribution. If there are any non-real-time or standalone tasks at the mobile device, they are aggregated into a single real-time task. We assume in our system that these non-real-time (best-effort) or standalone tasks are of lesser priority than the real-time, networked applications. We then allocate CPU and network resources to each individual real-time task in the network, and adapt its operation to conform to the allocated resources.

Each real-time task is characterized by the following parameters: (a) its QoS levels $q_{ij}$, (b) its utility at each QoS level $u_{ij}(q_{ij})$, (c) period $P_{ij}(q_{ij})$, (d) CPU cycles $C_{ij}(q_{ij})$ per period $P_{ij}(q_{ij})$ at each QoS level, (e) network bandwidth consumed $B_{ij}(q_{ij})$ per period $P_{ij}(q_{ij})$ at each QoS level, and (f) applica-
tion buffer size. These values are obtained via profiling of the application, described in Section 5.1.

Note that we will concentrate on real-time sensing or surveillance-like applications, where the sender (encoder) is a mobile device capturing/encoding multimedia (sensory) content and streaming it to a resource-rich infrastructure. This means that the sender portion of the application must secure enough resources to perform its capturing/encoding function, while the receiver is assumed to have sufficient resources, i.e. it is not part of the resource-constrained environment.

3.2 Mobile Device Model

We split the mobile device computational model into the hardware model and the process management model.

3.2.1 Hardware Model

We assume in each mobile device a CPU that supports multiple discrete speeds (frequencies) of operation, and dynamic voltage scaling. Furthermore, we assume a network interface with multiple power modes, and the ability to switch dynamically between them. Each mobile device $i$ on the wireless network is characterized by: (a) required lifetime of the device defined by start time $T_i^s$ and end time $T_i^e$, (b) device CPU energy consumption characteristics $p_i^{cpu}(f_i)$ at each possible operating frequency $f_i$ of the CPU, (c) device network interface energy consumption characteristics $p_i^{net}$ at each mode $m$, (d) device battery energy constraint (calculated from the lifetime) $E_i$, and (e) the available bandwidth on the wireless channel $BW$. We assume in this work that the available bandwidth on the wireless channel $BW$ is shared among all the mobile devices. The details of the CPU and network profiling tasks that yield these device parameters are described in Section 5.2.

If at any time, should the device or application characteristics change, the resource allocation algorithm must be re-run with the new parameters.

3.2.2 Process Management Model

The key element of our approach is the decoupling of time-scales of the encoding and transmitting tasks of the video streaming application. In order to manage and schedule these tasks in accordance with their CPU and network resource allocations, we need support from the OS of the mobile device. We use GRACE-OS [25], an energy-efficient soft real-time process manager ideally suited to mobile devices running multimedia applications. GRACE-OS integrates dynamic voltage scaling with soft real-time Earliest Deadline First (EDF) scheduling and decides how fast (i.e., at what CPU speed) to execute tasks (processes) in addition to when and how long to execute them. It makes task scheduling decisions, and derives not only a task schedule, but also for each task it derives a CPU speed schedule. The CPU speed schedule is based on the probability distribution of task cycle demands. The demand distribution is obtained via profiling of the task. GRACE-OS provides APIs for the application CPU and network tasks to register with the scheduler at the start, and run according to the schedule provided by the scheduler. We have implemented GRACE-OS as a module in the Linux 2.6.5 kernel, and evaluated it on an HP Pavilion with AMD Athlon CPU. For details on the online profiling, derivation of the speed schedule, etc., see [25].

3.3 Network Model

As our target scenario indicates, we assume that a number of mobile devices communicate with an access-point (AP) over an IEEE 802.11 wireless LAN. The mobile devices each have a number of real-time applications capturing and transmitting data over the wireless network to receivers in the backbone distribution system. Co-located with the AP is a Global QoS Manager (GQM). The GQM is a centralized co-ordinator that takes the device and application models as inputs to its global resource allocation algorithm (Section 3.4) and returns to each sending application its operating QoS level and network schedule. (The application translates this operating QoS level into its corresponding parameters $C_{ij}(q_{ij})$ and $P_{ij}(q_{ij})$ when registering with the GRACE-OS.) A centralized co-ordinator is required because arbitration between the devices/applications for the global shared resource, namely network bandwidth, must occur. This is similar to wireless bandwidth management schemes, for e.g. [24]. However, in our cooperative resource management, the bandwidth management is co-ordinated with the management of the local computing resources such as CPU and energy on each mobile device. The overall co-ordination happens centrally at the GQM to capture the strong inter-dependence between CPU-usage, energy-usage, and bandwidth-usage in media streaming applications.

Our centralized resource arbiter addresses the scenario where limited available energy on a mobile device results in lower CPU-usage for encoding frames and lower network-usage for transmitting them, which further results in more available bandwidth to other applications in the network. An alternate system model could involve the centralized arbiter merely allocating the global shared resource between mobile devices, while local co-ordinators optimize QoS of applications within each mobile device, keeping the allocated bandwidth-share, CPU capacity and energy constraint in mind. Our target scenario gives us centralized control of the system and a single centralized resource co-ordinator makes altering the resource allocation policy simpler. We assume that every mobile device registers with the GQM and every application participates in the global co-ordination. As is evident from our target scenario, there are no random mobile devices that interfere with the functioning of the system.

3.4 Resource Allocation Algorithm

Our scheme takes into account both global resources, shared among multiple mobile devices, and local resources at each mobile device, shared by its applications, in determining the optimal operating level of each application in the network. In this subsection, we describe the global optimization at the GQM,
which determines the QoS level of each application as well as the average energy consumption of each mobile device, given the system parameters. Devices and applications adapt their operation to enforce the global decisions.

The goal of the global optimization is to maximize the aggregate utility of all applications in the 802.11 wireless network subject to the constraints of energy, CPU, and network. Specifically, assume that there are $n$ mobile devices in the network. Each device $i$, $1 \leq i \leq n$, has a desired operation lifetime $T_i$ and runs $a_i$ applications. Each application can operate at multiple QoS levels, $q_{ij}$. Each QoS level $q_{ij}$ provides utility $u_{ij}(q_{ij})$ and demands $C_{ij}(q_{ij})$ cycles and $B_{ij}(q_{ij})$ network bytes per period $P_{ij}(q_{ij})$. The global co-ordination needs to determine the QoS level $q_{ij}$ for each task, the CPU speed $f_i$ and power $p_{i}^{cpu}(f_i)$ for each mobile device, and the network power $p_{i}^{net}$. Obviously, if even the minimum QoS level of an application cannot be supported, it cannot be admitted. The global optimization problem can be formulated as follows:

\[
\begin{align*}
\text{maximize} \quad & \sum_{i=1}^{n} \sum_{j=1}^{a_i} u_{ij}(q_{ij}) \quad (1) \\
\text{subject to} \quad & \forall i \sum_{j=1}^{a_i} \frac{C_{ij}(q_{ij})}{P_{ij}(q_{ij})} \leq 1 \quad (2) \\
& \sum_{i=1}^{n} \sum_{j=1}^{a_i} \frac{B_{ij}(q_{ij})}{P_{ij}(q_{ij})} \leq BW \quad (3) \\
& \forall i \left( p_{i}^{cpu}(f_i) + p_{i}^{net} \right) \times T_i \leq E_i \quad (4)
\end{align*}
\]

where $BW$ is the available bandwidth in the network, $T_i$ is the operation lifetime of mobile device $i$ and $E_i$ is its residual battery energy.

The CPU energy consumption is directly determined by the CPU speed $f_i$. Similarly, the network energy consumption is

\[
p_{i}^{net} = \sum_{m} t_{i,m} \cdot p_{i,m}^{net}
\]

where $t_{i,m}$ is the time fraction spent by node $i$’s network interface in mode $m$, and the modes are as listed in Section 5.2. As mentioned earlier, any non-real-time or standalone applications are grouped together and allotted CPU resources and network bandwidth jointly. This is incorporated into our optimization algorithm by having the CPU constraint be slightly less than 1 and $BW$ be slightly less than the actual channel capacity. The remainders get allotted to the non-real-time applications.

The above constrained optimization problem is NP-hard, since we can easily show that the Knapsack problem, which is a well-known NP-hard problem, is an instance of the above optimization problem. We therefore use a dynamic programming algorithm that provides a heuristic solution [23]. The resulting QoS level from global co-ordination is enforced locally at each mobile device, via local adaptations inside of applications and the GRACE-OS. Applications perform local adaptation using frame buffering. The GRACE-OS performs local adaptation by via adjusting process and CPU speed schedules and scheduling network transmission bursts.

4 Co-operative Energy-Constrained System Design

This section contains detailed descriptions of the mobile device architecture, network protocols, and the interactions required for enforcing the GQM’s resource allocation.
4.1 Mobile Device Architecture

Figure 4 shows a block-diagram of our system architecture. Note that this architecture pertains to energy-saving for a periodic, real-time media streaming application via optimal use of its resources (CPU and network). Further energy saving efforts at the memory and I/O devices can work in conjunction with our architecture.

Each mobile multimedia sender application consists of an encoding and transmitting task joined together by a shared frame buffer. Since our application adaptation involves buffering frames and transmitting them in bursts, we assume frame buffers at both the mobile sender and at the receiver. The former is used to aggregate frames into bursts and the latter is used to smoothen the burst out before playback. This is in contrast to [19, 20], in which buffering happens only at the receiver.

The result of the resource allocation algorithm (see Section 3.4) at the GQM is an operating QoS level for each application in the wireless LAN. This operating QoS level is associated with a network bandwidth consumption. The network bandwidth translates to a fraction of the available bandwidth between the mobile device hosting the application and the AP. From this fraction, the GQM derives a network schedule consisting of periods of transmission bursts and inactivity, for each application. During its transmission burst, a sending application has exclusive access to the channel, while during its inactive period, some other application can use the channel. As shown in Figure 4, the GQM returns the QoS level and the network schedule of each application, via a broadcast over the wireless LAN.

The application receives the allotted QoS level and the network transmission/inactivity schedule from the GQM. It registers its encoder and transmitter tasks with the GRACE-OS scheduler in the mobile device. The GRACE-OS scheduler schedules the application’s frame encoding/buffering task periodically to conform to the allotted QoS level of the application. Even during periods of network inactivity, frames are still encoded and buffered to be transmitted as a batch during the transmission burst. The GRACE-OS adjusts the CPU frequency in accordance with the cumulative frame-encoding load at the mobile device, over all applications, real-time. It also schedules the transmitter task according to the network schedule. The transmitter task changes the wireless card’s mode from power-saving (PSM) to the higher power continuous access mode (CAM), before it begins retrieving buffered frames and transmitting them as a batch. When the transmit schedule is over, the transmitter task changes back the wireless card’s mode from CAM to PSM for the inactive period, unless another application on the same device is scheduled to use the card immediately after, for its transmit schedule. Note that, although the transmitter task is shown at the application level in Figure 4, it actually includes the encapsulation of the video frames into network packets in the OS protocol stack, and their transmission via the network interface. These functions are encapsulated in the send() system call. Similarly, the encoder task includes the video capture function accomplished via a system call to the video camera. The network power mode-changes are accomplished via ioctl() calls from the transmitter task to the 802.11 driver. The GRACE-OS scheduler and the frame buffer thus ensure decoupling of encoding/bufferring and network access timescales, since the encoding task will obey the process schedule (e.g., one frame encoded every 0.5 seconds for 2fps frame-rate), and the transmitter task will obey the network schedule (e.g., one 200ms burst every 10 seconds). The separation of encoding and network tasks in a mobile video application, for decoupling of time-scales and consequent ease of adaptation was also proposed in [21]. However, the authors only adapt the application in their work, while we co-operatively adapt both the system and application.

4.2 Network Protocol

In our scheme, we attempt to minimize energy consumption at the wireless network interface by judiciously switching the card into power saving mode (PSM) when it is not active. We attempt to batch or accumulate all the network activity of an application into bursts so that the wireless card can remain in PSM over long, uninterrupted stretches. In order to achieve this, our system must have control over transmissions on the channel. For this purpose, the transmission task, which includes drawing frames from the buffer, controlling the network interface power mode-change, and transmission over the network, is registered with the GRACE-OS.

We have developed a set of network mechanisms to accomplish our goal of energy saving at the wireless-interface. Note that our network protocol described in this section works entirely at the application level. We use a standard UDP/IP protocol stack over IEEE 802.11b Distributed Co-ordination Function (DCF) MAC protocol. We use off-the-shelf wireless cards and do not modify the 802.11 protocol in any way. We use IEEE 802.11 as the MAC layer because of its high data-rate and its popularity.

Essentially, an application transmitting a burst of data, and then going quiet for a length of time during which another application transmits its burst, amounts to time-slotting of the channel. We thus impose time-slotted via application-level mechanisms over a shared channel. The IEEE 802.11e standard [3], and indeed the IEEE 802.11 PCF also proposes time-slotting of the channel at the MAC level for QoS and contention avoidance. However, in these cases, the AP polls each mobile device for data at the start of its transmission burst. We use time-slotting for energy-saving, and obtain reduced contention as a by-product. We also avoid polling overhead.

Figure 5 illustrates the working of our application-level network transmission mechanisms. It also shows the decoupling of the time-scales of CPU and network activities. Shown in the figure is one GQM cycle of length $T$, and the CPU and network activity of a mobile device with a single application, during the cycle. The cycle starts with a start pulse from the GQM. The start pulse signifies the end of data transmissions belonging to the previous cycle, and also acts as a beacon solicitation for network access requests from new applications in the wireless

---

1Since we work on the application level, when we refer to a “pulse,” we mean a short data packet broadcast transmission.
network. Requests from applications contain the application parameters described in Section 3.1. (The GQM obtains mobile device parameters described in Section 3.2 when a mobile device enters the network.) Existing applications can also submit re-negotiation requests, based on changed application/device parameters, after the start pulse. Requests can continue to be submitted for a duration $T_p$ after the start pulse. New or renegotiating applications can only submit requests immediately after the start pulse, not at other times in the cycle. Each request contains an application ID, which is a tuple containing the sender address, receiver address and port number used by the application for its data transmissions. Contention for the wireless channel between requests during the time interval $T_p$ is dealt with by the underlying 802.11 protocol’s contention resolution mechanism. After time $T_p$, the GQM runs its optimization algorithm and returns the results to all applications, and the AP, via a broadcast second pulse.

The second pulse contains the allotted QoS level of each application and its network transmission schedule. The applications are identified by their application ID. The second pulse may indicate a change of QoS level and transmission schedule for existing applications. The network schedule consists of a transmit start time $t_{st}$ and a transmit end time $t_{et}$, which are both represented as offsets from the second pulse reception time at the application. A broadcast transmission over a single wireless hop is received at virtually the same time by all the recipients. The second pulse thus acts as a synchronization pulse. All network schedules are offsets from this synchronization pulse, which is renewed every cycle time $T$. In case there is some clock skew across mobile devices, adjacent network schedules may overlap and contention may occur at burst-boundaries. However, the IEEE 802.11 contention resolution mechanism handles this adequately.

The GQM ensures that $t_{et} - t_{st} = \frac{B_{ij}^j T}{BW}$ for an application $j$ on mobile device $i$ with unlimited buffer size. $B_{ij}^j$ is the bandwidth allotted to application $j$ on mobile device $i$, at its granted QoS level $q_{ij}^j$. If buffer size is at either the sender or receiver is limited, then the application gets allotted multiple bursts $\left( \left\lfloor \frac{B_{ij}^j T}{\text{buffer size}_{ij}} \right\rfloor \right)$ bursts each of maximum duration $\frac{\text{buffer size}_{ij}}{BW}$, spaced evenly apart in $T$. The GQM also adds some “grace” time to each transmit burst to account for the possible preemption of the network task by the frame encoding task. In our testbed, the grace time was also required to deal with straggle contention on the channel from other wireless LAN installations in the building.

After transmission bursts from all the applications, at a time offset $T$ from the previous start pulse, a new start pulse is sent marking the start of a new cycle. The request-processing time $T_p$ reduces the efficiency of the network, but the loss can be minimized by having $T_p \ll T$.

### 4.3 CPU and Network Adaptation

We now discuss how to enforce the global decisions locally at each mobile device. The CPU adaptation at each mobile device is straightforward: we set the CPU speed based on the total CPU demand of all applications in each mobile device. Specifically, if a mobile device $i$ runs $a_i$ applications and each application is globally configured with QoS level $q_{ij}$, which demands $C_{ij}(q_{ij})$ cycles per period $P_{ij}(q_{ij})$, then we set the CPU speed of device $i$ as $\sum_{j=1}^{a_i} \frac{C_{ij}(q_{ij})}{P_{ij}(q_{ij})}$. This speed is the lowest speed meeting the CPU constraint in Equation 2. For details...

---

2Alternatively, adjacent bursts can be spaced apart by a short time gap.
of the CPU adaptation, please refer to our previous work on GRACE-OS [25]. The GRACE-OS schedules the non-real-time or standalone applications, within their pseudo-real-time class, on a first-come, first-serve basis.

For the network adaptation, the GRACE-OS schedules the transmission task well in advance of the application’s $t_{st}$. This is because the transmission task must initiate a network interface module from PSM to CAM, and the transition times for this can vary. We measured ioctl() call times to be 50-60ms on average, but our individual readings varied between 15 and 90ms. At the end of the transmission schedule, the network card is switched back from CAM to PSM. If applications from the same mobile device have adjacent network schedules, then the mode switches are not required. This is indicated via a flag in the GQM’s schedule allotment. The GQM tries to schedule the bursts of multiple applications on the same mobile device in an adjacent manner so as to minimize transitions from PSM to CAM and back.

GRACE-OS also switches the wireless interface of its mobile device from PSM to CAM to receive the two pulses from GQM, and to transmit any re-negotiation requests. In general, the card is in CAM for any network activity while it does not perform any network activity when in PSM. All mode changes are accomplished via an ioctl() call from the transmission task. The period is set very large for PSM.

5 System Profiling

As mentioned above, the optimization algorithm at the GQM takes certain mobile device- and application-specific parameters in order to achieve its goal of aggregate utility maximization under the constraints. These parameters are obtained via profiling of the periodic, real-time media-streaming application, of the CPU in the mobile device, and of the wireless network interface card (NIC). In this subsection, we present the profiling methodology for each of these categories, and the results we obtained for our hardware and prototype application.

5.1 Application Profiling

We consider periodic multimedia tasks (processes or threads) that release a job (e.g., encodes and transmits a video frame) every period. Each job consumes CPU, network, and energy resources during its execution. To provide QoS guarantees, we need predictable resource management, which in turn needs to predict the resource demand for each QoS level of each task. This subsection describes how we predict the CPU, network, and energy demand.

We take the kernel-based profiler in GRACE-OS [25] to predict the CPU demand. Specifically, we add a cycle counter to the process control block of each task [25]. This cycle counter monitors the cycle usage for each job of the task. Based on this monitored cycle usage, we then build a histogram to estimate the probability distribution of cycle demand. From the histogram, we predict the CPU cycle demand of the task as a percentile of cycle usage. For example, if a task requires meeting 96% of deadlines and 96% of its jobs use no more than 10^6 cycles, we predict the cycle demand as 10^6 cycles per period.

We take a similar approach to predict the network demand for each task. That is, we monitor the number of bytes demanded for each period and then predict the network byte demand as a percentile of the previous network usage. For our h.263 application, the 95th percentile CPU cycle demand for a frame encoding task was 114 million cycles, and its 95th percentile network demand was 20585 bytes.

Energy prediction is a little different since the OS does not manage energy as a first class resource. That is, energy is consumed by hardware components such as CPU and NIC, rather than by individual applications directly. We therefore predict the energy consumption for different states of the hardware components as follows.

5.2 Energy Consumption Profiling

We need to profile both the CPU and network interface energy consumption at various speeds/modes so that we can plug these profiled parameters into our resource allocation algorithm.
of Section 3.4. We now describe these energy consumption profiling experiments and their results.

5.2.1 CPU Energy Consumption Profiling

![Diagram of power measurement with oscilloscope](image)

Figure 6: Power measurement with oscilloscope.

We consider mobile devices with a single adaptative CPU that can operate at different speeds. Different speeds provide different performance and consume different amount of energy. Since it is difficult to measure the energy consumption for the CPU only, we measure the total energy consumed by the whole device (but without NIC) at different speeds. The AMD Athlon processor can adapt its frequency between 300MHz and 1000MHz. We use an Agilent 54621A oscilloscope to measure the base energy consumption of the entire HP Pavilion N5470 laptop, with batteries removed, at each of these CPU speeds, as shown in Figure 6. The oscilloscope measures current intake, which multiplied by the constant voltage rating of 19 Volts for the laptop gives the instantaneous power consumed. The current intake is measured around 400 times per second, and the average is obtained. The base energy consumption of the laptop alone, at different speeds, is listed in Table 1.

5.2.2 Network Energy Consumption Profiling

The IEEE 802.11b standard specifies that every compliant network card must have two power modes: a power-saving mode (PSM) and a continuous access mode (CAM). The details of the implementation of these modes can be found in the standard [2]. Our system puts the card in PSM when there is no network activity for any application on the mobile device, and having it in CAM for transmission and reception. The card is then always idle in PSM and always in CAM for any activity. The card may also spend some idle time in CAM. We thus measure PSM idle power \( p_{i,PSM\,idle} \), CAM idle power \( p_{i,CAM\,idle} \), CAM transmit power \( p_{i,CAM\,tx} \), and CAM receive power \( p_{i,CAM\,rx} \) consumption.

We next disable CPU speed adaptation, and repeat the energy-consumption experiments with a Cisco Aironet 350 wireless card inserted and idle in CAM, and obtain the energy consumption of the entire system. The energy consumed by the laptop without the card is subtracted from this to give the CAM idle power of the wireless card alone. The PSM idle energy consumption can also be similarly obtained.

For measuring transmit power, we used the network setup of Figure 7. The mobile laptop connected to the oscilloscope transmitted 18KB packets using UDP, as fast as possible, to the stationary laptop. (The mean frame size of our h.263 application was 18KB, and we also used UDP for streaming.) The power consumption experiment was repeated, the base power of the laptop subtracted, and the CAM transmit power obtained. The CAM receive power was similarly obtained except that, for this experiment, the stationary laptop was transmitting 18KB UDP packets in a tight loop to a dummy receive application at the mobile laptop, connected to the oscilloscope. The power consumption results are tabulated in Table 2.

In addition to the energy consumption of the wireless card, we also measured the mode-change overhead. We found the ioctl() call return times to vary between 15 and 90ms, yielding an average of 50-60ms. This constitutes 0.5-1% of the cycle time \( T \), which is set at 10 seconds in our experiments. (See Section 6.) Since this is a negligible amount, we do not use it in either our resource allocation algorithm, or in our analytical results. We note however that, given this overhead, network card mode change is not feasible more than a few times in one cycle. It is certainly not feasible to do it every time a frame is encoded, for frame-rates of 2-3fps. Our batched transmission is hence the solution for network energy reduction at low overhead.

6 Experimental Results

In this section, we describe our experiments with the coordinated, energy-constrained resource management framework, and present our results. Our experiments are intended to illustrate the benefit of using our scheme in terms of energy-saving at the mobile device, and to study its impact on application performance.

6.1 Implementation

Our experimental setup is shown in Figure 7. We used a h.263 application with 3 QoS levels corresponding to frame-rates of 1, 2, and 3 frames per second (fps) respectively. As shown in the figure, our testbed consists of an HP Pavilion N5470 mobile laptop with CPU speed-adaptive AMD Athlon processor, that represents the robot in the scenario described in Section 1, connected over a 802.11 wireless network through an access-point and a crossover cable to a stationary laptop of the same model that represents the space shuttle. The mobile laptop contains the h.263 encoder/transmitter application, that uses our architecture, running on top of RedHat Linux 8.0, kernel version 2.6.5, enhanced with the GRACE-OS CPU speed adaptation and task-scheduling functionality. The stationary laptop acts as the Global QoS Manager (GQM) and also contains receiver/playback code for the h.263 application. The GQM contains the optimization code as described in Section 3.4, the parameters of which are configured a priori via the results of the CPU and network profiling experiments of Section 5.

The cycle time \( T \) of the GQM is set to 10 seconds for all our experiments, and \( T_p \) is set to 950ms. The utility of the application at a given QoS level is set equal to the frame-rate at that QoS level \(^3\). The CPU cycles and network bandwidth

\(^3\)Our aim is not to find suitable frame-rate to utility mappings. Our system maximizes utility, irrespective of how it is derived from the QoS
<table>
<thead>
<tr>
<th>CPU frequency</th>
<th>300MHz</th>
<th>500MHz</th>
<th>600MHz</th>
<th>700MHz</th>
<th>800MHz</th>
<th>1000MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power (Watt)</td>
<td>22.25</td>
<td>25.84</td>
<td>28.24</td>
<td>31.05</td>
<td>35.44</td>
<td>39.06</td>
</tr>
</tbody>
</table>

Table 1: Speed-adaptive AMD Athlon CPU energy consumption profiling results.

<table>
<thead>
<tr>
<th>Mode</th>
<th>( P_{PSM\text{idle}}^{\text{ref}} )</th>
<th>( P_{CAM\text{idle}}^{\text{ref}} )</th>
<th>( P_{PSM}^{\text{ref}} )</th>
<th>( P_{CAM}^{\text{ref}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power (Watt)</td>
<td>0.36</td>
<td>1.27</td>
<td>2.56</td>
<td>2.38</td>
</tr>
</tbody>
</table>

Table 2: Cisco Aironet 350 network interface energy consumption profiling results.

consumed at each QoS level are determined through application profiling. The available bandwidth is set constant slightly below the theoretical channel capacity of 11Mbps. The energy constraint is set arbitrarily so that we can have applications adopt to various QoS levels. The GQM directs the application to change its QoS level when available energy varies, and as the number of applications sharing the network bandwidth varies. We show the energy saving at two different QoS levels that the application is forced to adapt between. Although we cannot experiment with several mobile devices in the same wireless LAN due to equipment constraints, our energy saving and application performance results from this section are still valid because our time-slotted scheme virtually eliminates contention for the globally shared resource.

6.2 Results

We show the energy saving benefit of using our scheme via analytical results, confirmed by oscilloscope measurements. We measured average energy consumption characteristics for three different system scenarios: (a) no CPU speed adaptation or wireless card mode-changing (“No adaptation”), (b) CPU speed adaptation followed by instant frame transmission, i.e. no batching or buffering and hence no wireless card mode-changing (“CPU-only”), and (c) both CPU speed adaptation as well as wireless card mode-changing (“CPU+NW”). This gives us an idea of the energy-saving resulting from each of the individual adaptation mechanisms, namely CPU speed adaptation and wireless card mode changing. Further, we measure average base energy consumption of the laptop, average energy consumption of the wireless interface and the sum of the two, so that we can measure the energy saving independently for each component.

The results presented in this section are obtained by summing, in the OS, the product of the fraction of time spent at each CPU speed and the profiled energy consumption at that speed. This approach for energy measurement makes sense for the following reason. For a short time interval, we measured the energy with the Agilent oscilloscope directly and found that the measured energy is roughly the same as the energy result calculated in the above manner. For a long time interval, however, we are unable to measure the energy with the oscilloscope directly since this requires connecting the oscilloscope to another computer for sampling the data from the oscilloscope. Similarly, the network interface energy consumption results are derived by summing the product of the fraction of time spent at each network card power mode from Table 2, with the energy consumption at that mode. As mentioned earlier, we ignored the transition overhead for the PSM-to-CAM and CAM-to-PSM mode changes because these took a negligibly short time.

6.2.1 Energy Saving in HP Pavilion Laptop

Figures 8, 9, and 10 show the base energy consumption of the HP Pavilion laptop, the energy consumption of the Cisco Aironet 350 wireless network interface, and the sum of the two, respectively, at two different application QoS levels. We assume a single application per mobile device in this experiment, which is made to adapt its QoS as the optimization parameters are varied.

![Figure 8: Base energy consumption of HP Pavilion laptop.](image)

We note that the CPU speed adaptation reduces base energy consumption of the laptop by about 34% at 3fps, and the network card mode-changing reduces the energy consumption of the network interface by about 42% at the same frame-rate. However, because of the relative energy consumption scales of the laptop as a whole and the network interface alone, we find that the total energy saving in the CPU+NW case over the CPU-only case is only 2-3% with the HP Pavilion laptop. The effort of batching, buffering, and intelligent network-card mode-changing may thus not be justified by the results when using this particular laptop. The effect of batching and buffering on the application is shown in Figure 11, which shows the bursty
frame arrival at the receiver for 3fps encoding rate, for a 25-second snapshot of the experiment. The figure shows frames arriving in bursts cycle time $T$ apart for the CPU+NW adaptation scheme, whereas they arrive at the encoding rate for the other two cases.

6.2.2 Hypothetical Mobile Devices

As mentioned above, in our experiments with the HP Pavilion laptop we notice that, while CPU speed adaptation is beneficial in reducing overall energy consumption, batching/buffering network card mode-changing is not that useful. This is because of the relative energy consumption scales of the laptop as a whole and the wireless card alone. However, network card adaptation could still be useful in the case where the difference in the base energy consumption of the mobile device and that of the network interface is not large. This is also alluded to in [4]. Handhelds such as iPAQs may fall into this category. In general, as handheld computers become more and more capable, and as laptops become smaller and more energy-aware, our co-ordinated architecture becomes more and more relevant. In this subsection, we illustrate this via experiments with hypothetical mobile devices simulated by the HP Pavilion laptop itself.

We simulate 3 hypothetical mobile devices: a 10 W base power device with a 5 W CPU, an 8 W base power device with a 4 W CPU, and a 6 W base power device with a 3 W CPU. Just for comparison, the base power of an idle iPAQ is approx-

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Frequency (MHz) & Voltage (Volts) & Relative Power \\
\hline
300 & 1.2 & .22X \\
500 & 1.2 & .36X \\
600 & 1.25 & .47X \\
700 & 1.3 & .60X \\
800 & 1.34 & .74X \\
1000 & 1.4 & X \\
\hline
\end{tabular}
\caption{Variation of CPU power with frequency according to the formula $f \propto f \cdot V^2$.}
\end{table}
imately 1.5 Watts [4]. The CPU power mentioned above is the CPU power at the highest speed. CPU power varies with speed according to the formula \( p \propto f \cdot V^2 \), where \( p \) is the CPU power, \( f \) is the CPU frequency and \( V \) is the voltage. Table 3 shows this variation of CPU power consumed with CPU speed. For this experiment, the optimization algorithm in the GQM was configured with the hypothetical CPU energy consumption values. Figure 12 shows the total energy saving obtained by running a single h.263 application that adopts our co-operative architecture at 2fps on the hypothetical mobile devices. The figure shows that, in addition to energy savings resulting from CPU speed adaptation (compare CPU-only vs. No adaptation plots), the network card mode-changing also further reduces total energy consumption by 9-13% (compare CPU+NW vs. CPU-only plot), which is a significant amount. We also obtained energy reduction via network card mode-changing of 7-10% for the 3 hypothetical mobile devices, at frame rate 3fps.

As mobile devices get smaller and smaller, energy reduction via network card mode-changing becomes more and more significant. We can thus use our architecture in a dynamic, adaptive way depending on the power characteristics of the underlying mobile device. If there is very little energy-saving to be gained for any mobile device in the network via our network mechanisms, we can disable them, and use CPU speed adaptation alone, with instant transmission of frames once they are encoded. On the other hand, if there is a very low power CPU in the future, or a CPU without speed adaptation capabilities, then CPU speed adaptation part of our architecture can be abandoned, while network energy reduction, if significant, can still be enabled.

![Effect of buffer size on energy consumption at 2fps.](image1)

Figure 13: Effect of buffer size on energy consumption at 2fps.

![Effect of buffer size on frame arrival at 2fps.](image2)

Figure 14: Effect of buffer size on frame arrival at 2fps.

### 6.2.3 Effect of Buffer Size

All our previous experiments described in this section assumed unlimited buffer space at both sender and receiver. In this subsection, we examine the effect of using a 10-frame buffer on energy consumption and frame arrival at receiver. Note that the smaller the buffer, the more frequently the network card has to switch modes within the same cycle time \( T \), according to the buffer-size-aware schedule specified by the GQM. For a 2fps frame-rate and 10-frame buffer, the network card has to switch modes twice in the same cycle. While transition cost itself still remains low due to the negligible transition times, energy consumption is still affected because we switch the card into the higher-power CAM mode well in advance of the scheduled transmission time. Furthermore, for each transmit schedule, the GQM adds some “grace” transmit time to account for pre-emption of the network task by the scheduler to accommodate the encoder task, and to account for stray contention. Figure 13 shows the effect of limited buffer size on energy consumption and Figure 14 shows the effect of limited buffer size on the frame arrival at the receiver. For very small buffer sizes, mode-changing has to happen very frequently. In this case, mode transition times become significant with respect to the cycle time \( T \).

### 6.2.4 CPU Speed Adaptation with Multiple Streams

In the previous sections, we showed the mobile device energy consumption characteristics and application performance for a single application on a mobile device. The application adapted its performance over different QoS levels as the local and global parameters were varied, and we presented results for multiple QoS levels.

We now perform experiments to illustrate the local CPU speed adaptation in response to local load. The load is var-
ied by having multiple h.263 streams encoded and transmitted from a single mobile device (the HP Pavilion laptop). The results are shown in Figure 15. Each stream has a frame rate of 2fps. We measured only the base energy consumption of the laptop for this experiment because we are illustrating CPU speed adaptation, which is a local adaptation, and the network bandwidth is a global resource. Obviously energy consumption at the network interface also increases with increase in number of video streams being transmitted.

6.3 Oscilloscope Results

We verified the correct working of our system, and our analytical results, by connecting the oscilloscope to the mobile laptop and using it to measure energy consumption. Figure 16 shows a snapshot of the operation of an HP Pavilion with a single h.263 application at 2fps. The image was extracted from a digital photograph of the oscilloscope in operation. The various events comprising the system, namely network card in PSM mode, transition to CAM mode, and frame encoding/buffering are marked. The oscilloscope also gives the average current consumption, in Amperes, over a measurement interval. For 2fps, we obtained a current consumption of 1.2-1.25 amperes, and for 3fps, we obtained current consumption of 1.4-1.45 amperes. The current consumption multiplied by the fairly constant voltage consumption (around 19 Volts) gives the average power consumption in Watts. In each case, the oscilloscope measurement confirms our analytical result.

7 Conclusion

In this paper, we present a co-operative CPU and network management design, for energy-constrained mobile multimedia environments. Our integrated architecture combines global coordination among multiple mobile devices with local energy saving via CPU speed adaptation and intelligent wireless network interface mode change. The co-operative scheme results in both the CPU and network performance yielding the same operating QoS for the multimedia streaming application. Our scheme is also designed to manage shared and local resources while maximizing application QoS and meeting energy constraints. We implement and experiment with our scheme in a real testbed environment, using an adaptive h.263 prototype applications. Our results show energy-saving benefits (34% at the CPU and 42% at the network interface of a mobile device with a single 3fps h.263 application), at both the CPU and network interface. We find that the cooperative resource management is most effective for saving energy when the CPU and network interface consume roughly the same power, which is becoming increasingly common for mobile devices. Consequently, we discuss adaptive deployment of our scheme taking into account the energy consumption characteristics of the mobile device.
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Figure 16: Oscilloscope snapshot.